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Empower developers to quickly co-create, share, and use 
The World’s AITM  for production.
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As a machine learning 
model created by 

Meta, I don't have 
personal preferences, 
feelings, or opinions. 



[Who will win the Animals LLM race?]



A Rough* LLM Timeline Une chronologie LLM approximative*

OpenAI releases ChatGPT

Nov 30, 2022
Meta releases Llama

Feb 24, 2023
OpenAI release GPT4

Mar 14, 2023
Google Research releases 

LongLlama with 256K 
context length 

Jul 6, 2023
Meta releases Llama2

Jul 18, 2023
*Since ChatGPT | *Depuis ChatGPT







LLM Stack



[Large Language Models and the Future of the ML Infrastructure Stack]
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Data
Labeled and unlabeled data. Extract into embeddings.

LLM Stack
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Data

Storage
Vector DB for storing, indexing, retrieving embeddings.
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Labeled and unlabeled data. Extract into embeddings.
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Data
Labeled and unlabeled data. Extract into embeddings.

Storage
Vector DB for storing, indexing, retrieving embeddings.

Model
Model hub / zoo. Orchestration and scaling  
infrastructure.

LLM Stack
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Data

Storage

Model
LLM Stack

04
API
Access the models and DB for application building.

Model hub / zoo. Orchestration and scaling  
infrastructure.

04

01 Labeled and unlabeled data. Extract into embeddings.

Vector DB for storing, indexing, retrieving embeddings.



Landscape (Oct 2023)



Future Trends
for LLMs



Multimodal
Capabilities
Capacités Multimodales

There are many more data sources than just text like images, audio. 
Also other formats such as PDFs, tables etc.  

Why stop at just text?



Multimodal
Capabilities

[GPT-4 Developer Livestream]

Open AI GPT4



Multimodal
Capabilities
Microsoft LLaVA



Customization
and 
Personalization
Personnalisation





[The Verge]



[BBC]



Survey says ……



[BusinessWire]





Faster, lighter,
and More 
Efficient
Plus rapide, plus léger,
et Plus Efficace



“The average Canadian household 
consumed about 11.1 MWh of 
electricity per year in 2020.”

- Statistics Canada

[Energy consumption when training LLMs in 2022 (in MWh)]

Energy consumption when training LLMs (MWh)



“The average Canadian household 
consumed about 11.1 MWh of 
electricity per year in 2020.”

- Statistics Canada

[Energy consumption when training LLMs in 2022 (in MWh)]

116 Canadians homes for 1 year, or
42,320 Canadians homes for 1 day

Energy consumption when training LLMs (MWh)





Broader
Language 
Support
Soutien Linguistique Plus large



[ChatGPT Beyond English: Towards a Comprehensive Evaluation of
Large Language Models in Multilingual Learning]





Challenges
Défis

Navigating the roadblocks
Surmonter les obstacles



Openness and 
Trust
Transparence et Confiance

Proprietary models vs Open models







[The Foundational Model Transparency Index]



Hallucinations
When a model makes stuff up and 
generating nonsensical text.

While it can be a feature in some creative 
tasks, hallucinations can be potentially 
harmful to users.







Closing 
Thoughts

Wow he talked for 
the entire 20min!




